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ABSTRACT
As the state-of-the-art graph learning models, the message passing
based neural networks (MPNNs) implicitly use the graph topology
as the “pathways” to propagate node features. This implicit use
of graph topology induces the MPNNs’ over-reliance on (node)
features and high inference latency, which hinders their large-scale
applications in industrial contexts. To mitigate these weaknesses,
we propose the Graph Explicit Neural Network (GENN) frame-
work. GENN can be flexibly applied to variousMPNNs and improves
them by providing more efficient and accurate inference that is
robust in feature-constrained settings. Specifically, we carefully in-
corporate recent developments in network embedding methods to
efficiently prioritize the graph topology for inference. From this van-
tage, GENN explicitly encodes the topology as an important source
of information to mitigate the reliance on node features. More-
over, by adopting knowledge distillation (KD) techniques, GENN
takes an MPNN as the teacher to supervise the training for better
effectiveness while avoiding the teacher’s high inference latency.
Empirical results show that our GENN infers dramatically faster
than its MPNN teacher by 40×-78×. In terms of accuracy, GENN
yields significant gains (more than 40%) for its MPNN teacher when
the node features are limited based on our explicit encoding. More-
over, GENN outperforms the MPNN teacher even in feature-rich
settings thanks to our KD design.

CCS CONCEPTS
• Computing methodologies → Neural networks; Supervised
learning by classification.
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1 INTRODUCTION
Inference efficiency and accuracy are two popular criteria to eval-
uate a machine learning system. Nowadays, growing demands
of graph learning applications in the industry necessitate mod-
els which infer with low latency [9, 28, 50]. Besides, the increas-
ing privacy-preserving services pose accuracy challenges to graph
learning systems under limited feature constraints [26, 30, 38]. Yet,
state-of-the-art graph learning models: message passing neural net-
works (MPNNs) [16, 24, 41], struggle in these latency- and feature-
constrained settings [8, 50].

Graph topology and (node) features are two main sources of
information for graph learning. The former is irregular and discrete,
while the latter is regular and continuous, making the latter more
conveniently encoded by neural networks [19]. Given these data
characteristics, MPNNs explicitly encode the node features but
implicitly uses the graph topology as “pathways” to propagate
node features. We argue that the way MPNNs implicitly use graph
topology creates these seemingly disparate, but ultimately coupled,
fundamental limitations: over-reliance on node features [8] and
slow inference [50]. These disadvantages reduce the applicability
of MPNNs for inference in large-scale industry applications:

Overreliance on Features [8]: Because the graph topology
is only implicitly used by MPNNs as “pathways” for fetching the
neighbors’ features, if the node features are not informative, graph
topology has no valuable information to convey. As we show in
Fig. 1 (blue line), the low-feature settings severely degrade MPNN
performance, and hurt their practicality [8, 33]. This phenomenon
is consistent across various graph benchmarks (See Sec. 4.2) and
implies that MPNNs rely on the informative node features for accu-
rate predictions. In many industrial services, the models only have
limited access to node features for reasons of privacy, fairness, or
availability [27, 29, 39], where overreliance on features can lead to
serious degradation of effectiveness.
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High inference latency [50]: The implicit use of graph topol-
ogy forces MPNNs to propagate the features over the edges; in other
words, MPNNs have to fetch and transform the high dimensional
representations of many neighbors to expand the receptive fields
[44] on the graph topology. As a result, the prediction on a single
node of MPNNs requires many neighbors’ feature look-ups as well
as Multiplication-and-ACcumulation (MAC) operations and thus
causes high inference latency [50]. This makes theMPNNs challeng-
ing to deploy for latency-constrained applications which require
fast inference. This issue is also known as neighbor explosion [50]
when the number of layers is high (see Fig. 1).

Because MPNNs’ implicit use of graph topology induces both
these issues, we aim to explicitly utilize the information from
graph topology to address them and improve MPNNs. However,
graph topology is irregular and discrete, which makes it nontrivial
to handle with anMLP. To process the graph topology, we utilize the
recently developed method InstantEmbedding [33], from a classical
domain of graph learning: Network Embeddings (NEs) [37, 40]
to transform the irregular graph topology into regular node-level
embeddings. InstantEmbedding is efficient and inductive, which
forms our basis for quickly prioritizing the graph topology for
inference. On the other hand, when the node features are rich,
MPNNs are still themost effective graph learningmodels. Therefore,
in our work, we propose a knowledge distillation (KD) based GNN
framework: Graph Explicit Neural Network (GENN) to improve
MPNNs for the efficient and accurate inference that is robust to the
feature-constrained settings. GENN takes an MPNN model as the
teacher model during training, but avoids using it for inference, so
that we can benefit from the distilled knowledge of MPNNs while
avoiding their high inference latency.

We use the MPNN teacher to supervise InstantEmbedding as the
student model for fast inference and enjoy the enhanced effective-
ness from the teacher. However, InstantEmbedding is unparameter-
ized and thus cannot be supervised by MPNNs directly. To trans-
form the output of InstantEmbedding in the direction that adapts to
the MPNN teachers, we propose the topology student module that
constructs a multi-layer perceptron (MLP) upon InstantEmbedding.
The distilled topology student augments the InstantEmbedding’s
outputs for higher effectiveness. In this way, we explicitly encode
the graph topology as an important source of information for infer-
ence, so as to mitigate the overreliance on the node features.

Given our topology student that explicitly encodes graph topol-
ogy, there still exists the possibility for higher effectiveness by
utilizing the node features. Therefore, we propose an MLP based
feature student module to encode the input node features under
the guidance of the MPNN teacher as well. To fuse the information
in graph topology and features, one practical obstacle is that the
correlation between the graph data and the ground truth labels is
very complex: the labels can be more correlated with either graph
topology or features [10, 43] depending on the instance. In order to
extract the most relevant information from graph topology and fea-
tures, we utilize an attention based fusion head to learn importance
weights for our student modules, so as to fuse the graph topology
and features in an adaptive and interpretable manner [43].

During inference, GENN makes the predictions by fusing the
outputs of two student modules, avoiding any neighbor feature
fetching or transformation, unlike MPNNs. The inference of GENN

only includes two efficient students and a fusion head, which sig-
nificantly improves inference efficiency over the complex MPNN
teachers (see Fig. 1 right). In addition, GENN explicitly encodes
the graph topology as an important source of information, which
guarantees its effectiveness even with limited node features (see
Fig. 1 left). Furthermore, our GENN has natural interpretability, by
modulating relative importance of graph topology and features’
contributions to predictions via attention weights learned by our
fusion head (see Fig. 3).

We evaluate our GENN on transductive and inductive node clas-
sification tasks using multiple standard node classification bench-
mark datasets. Our results show that GENN is more effective (ac-
curate) than the MPNN teacher given rich node features, and sig-
nificantly outperforms the teacher when the node features are
limited (by more than 40% on many datasets). Qualitatively, GENN
adaptively assigns appropriate attention weights to the semantic
embeddings in different datasets. Regarding inference efficiency,
GENN enjoys 40×-78× faster inference than the MPNN teacher,
greatly improving the deployability prospects of such a model.
These results suggest that our GENN is a better choice for accu-
rate and fast inference in graph learning, especially for latency- or
feature-constrained applications.

2 RELATEDWORK
Graph Neural Networks (GNNs). Early GNNs generalize convo-
lutions to graphs [2, 7] and are later simplified to message passing
(MP) neural networks (MPNNs) – most modern GNNs proposed
afterwards can be seen as MPNNs, with architectural differences.
For example, GAT employs attention [41], and GCNII employs resid-
ual connections [4]. Unlike these works, our work proposes a new
inference paradigm to improve over MPNNs. We do not implic-
itly utilize the graph topology as “pathways” to transmit the node
features, but explicitly encode the graph topology as an essential
source of information for accurate and efficient inference on the
graph data. For any MPNN model, our GENN takes it as a teacher
and enhances its inference performance not only on efficiency but
also on the effectiveness no matter whether the input node features
are informative or not.

Inference Acceleration. Inference acceleration improvements
largely build on hardware advances [23] and algorithmic advances
through pruning [17] and quantization [15]. For GNNs, pruning
[53] and quantizing parameters [52] have been studied. These ap-
proaches speed up GNN inference to a certain extent, but do not
eliminate the core overhead of MP owing to neighbor data depen-
dency. Concurrently, Graph-MLP also tries to bypass GNN neighbor
fetching [21] by training anMLP with a neighbor-aware contrastive
loss, but it only considers transductive settings, and not the more
practical inductive setting. GLNN [50] proposes knowledge distilla-
tion of a teacher GNN model into a student MLP, which speeds up
inference by avoiding MP, but does not utilize the graph topology
during inference. Our method resolves these issues by explicitly
encoding and adaptively fusing the information in graph topology.
Note that several works also focus on speeding up GNN during
training [5, 45, 54], which are complementary to our goal on speed-
ing up model inference.
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Figure 1: Under the supervision of the MPNN teacher SAGE [16], our GENN achieves more accurate and efficient inference than
the teacher (“s/” denotes “supervised by”). (left) The test accuracy (in y-axis) of SAGE and our GENN on node classification of
the Cora dataset [47] with different ratios (x-axis) of the accessible node features in terms of the input channels. (right) The
inference time for ten random nodes in the OGB-Products dataset [20].

Network Embeddings (NE). Historically, the graph learning
community developed methods which view learning NEs as a di-
mension reduction problem, where the goal is to preserve distances
between nodes in a low-dimensional manifold [37, 40]. Some work
proposes neural methods for NEs [14, 32] based on random walks.
Later yet, [34] unified several skip-gram and factorization-based
NE approaches under a single paradigm. Some recent works such
as RandNE [51] and FastRP [3] iteratively project the adjacency
matrix to simulate higher-order interactions between nodes. [33]
proposes a local NE method based on Personalized PageRank that
can scale to large graphs. Notably, these recent NE methods exhibit
inductiveness and promising efficiency.

3 METHODOLOGY
As calls for privacy-preserving ML increase [38], the graph learn-
ing services are facing increasing challenges on the accuracy given
limited features. For example, since the pivotal iOS 14.5 update
[30], leading social network companies are estimated to bear a
loss of $10bn due to the restricted use of features [26]. To retain
strong user experience and revenue numbers, it is therefore desir-
able to deploy effective graph learning models which are robust to
feature-constrained settings. In addition, the growing graph learn-
ing services require the models to infer with low latency [9, 28, 50].
However, as we have analyzed in Sec. 1, the state-of-the-art MPNN
graph learning models [26, 30, 38], struggle in these feature- and
latency- constrained settings. Specifically, the way that MPNNs
implicitly use the graph topology creates problems of over-reliance
on node features [8] and slow inference [50].

To overcome these disadvantages of MPNNs so as to improve
their applicability in the industrial contexts, we propose the Graph-
Explicit Neural Network (GENN). GENN is a knowledge distillation
based GNN framework that explicitly encodes the graph topology
for efficient and accurate inference. To benefit from the suprior
effectiveness of MPNNs given rich features, GENN takes an MPNN
as the teacher model, and introduces two student modules, learning
from graph topology and features respectively, plus an attention-
based fusion mechanism. The two student modules explicitly en-
code graph topology and features as semantic embeddings, while
the attention-based mechanism adaptively extracts the valuable
information from students. Both student modules are supervised by
the MPNN teacher during training, and together offer efficient and

accurate inference. While these technical components are straight-
forward, they have extremely strong practical implications when
used together carefully. Fig. 2 illustrates the classical MPNNs and
our GENN framework, which we introduce in detail next.

MPNN Teacher. We take an MPNN as the teacher model to
produce pseudo-labels y𝑡𝑒𝑎𝑐ℎ𝑒𝑟

𝑖
:

yteacher𝑖 = MPNN(G, 𝑖, {x𝑖 , 𝑖 ∈ V}) (1)

where 𝑖 is the node index, x𝑖 is the input node feature of node 𝑖 , G
is the graph topology,V is the set of nodes, and y𝑖,teacher ∈ R𝐶 is
the predicted logit vector taking the input of only the node features,
where𝐶 is the number of classes. Since the MPNN teacher needs to
operate the message passing to fetch the features of the neighbors
multiple hops away from the target node 𝑖 , it takes the set of node
features {x𝑖 , 𝑖 ∈ V} as the input instead of x𝑖 itself.

Topology Student. Graph topology is an essential source of
information for graph learning. When the node features are limited,
the graph topology is especially crucial to be explicitly encoded as
an independent source of information. Nowadays, more and more
industrial applications of graph learning, such as social network
analysis, are facing the restrictions on the utilization of node fea-
tures due to the issues of privacy, fairness, or availability [27, 29, 39].
In this sense, the graph learning methods are desired to utilize the
graph topology better to guarantee their effectiveness given the
limited features.

However, graph topology is irregular and discrete, which makes
it difficult to be directly processed by a MLP. To encode the graph
topology, we review a classical kind of graph learning methods:
network embeddings (NEs) [37, 40]. In contrast to MPNNs, the
recent inductive NE method InstantEmbedding [33] is efficient to
transform the graph topology into node-wise representations, and
scales to large graphs, but is less effective on graph learning than
MPNNs. Therefore, we try to take InstantEmbedding as an efficient
student to learn from the more effective MPNN teachers.

Because InstantEmbedding is unparameterized and cannot be
supervised by the MPNN teacher directly, we build an MLP mod-
ule to transform the outputs of InstantEmbedding into high-level
semantic representations, which can be formulated as:

ytopology
𝑖

= MLP𝑡 (NetworkEmbedding(G, 𝑖)), (2)
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Figure 2: (left) The training and inference of existing MPNNs. (right) Our GENN framework. During training, we supervise the
topology and feature students through distilled knowledge from the MPNN teacher. During inference, the MPNN teacher is not
used. We deploy the distilled students for inference, which is more efficient and effective than the MPNN teacher.

where G is the input graph topology, and ytopology
𝑖

∈ R𝐶 is the
predicted logit vector taking the input of only the graph topology.
MLP𝑡 is the MLP for encoding graph topology, for which we set the
number of layers as same asMPNN by default for a fair comparison.

Obtaining ytopology
𝑖

is fast and easy for deployment since it does
not require the massive multiplication-and-accumulation (MAC)
operations on neighbors’ features like the popular MPNNs. The ef-
ficiency of our topology student benefits from the developments of
NE methods [3, 51], e.g., InstantEmbedding [33]. There exist other
NE options for the implementation [3, 51], but we use InstantEm-
bedding in our implementation, owing to its promising efficiency
and scalability to large graphs.

Feature Student. We construct a multi-layer perceptron (MLP)
module to encode the input node-wise features as high-level se-
mantic representations, which can be formulated as:

yfeature𝑖 = MLP𝑓 (x𝑖 ), (3)

where x𝑖 is the input node feature node 𝑖 , and y𝑖,feat ∈ R𝐶 is the
predicted logit vector taking the input of only the node features,
where 𝐶 is the number of classes. MLP𝑓 is the MLP for encoding
node features, for which we set the number of layers as same as
MPNN by default for a fair comparison. Obtaining yfeature

𝑖
is fast

and amenable to industrial deployment, as it sidesteps problems
induced by graph dependency [21, 50].

Fusion Head. Given the semantic embeddings retrieved from
two student modules: ytopology

𝑖
, yfeature

𝑖
, GENN makes the final pre-

dictions by fusing them. Since the ground-truth labels can be more
strongly correlated with either graph topology or features [31], we
employ the attention mechanism [43] Attention(ytopology

𝑖
, yfeature

𝑖
)

to learn the corresponding importance 𝛼 topology
𝑖

, 𝛼 feature
𝑖

for graph
topology and features as follows:

(𝛼 topology
𝑖

, 𝛼 feature𝑖 ) = Attention(ytopology
𝑖

, yfeature𝑖 ), (4)

where 𝛼
topology
𝑖

, 𝛼 feature
𝑖

indicates the attention values of node 𝑖

with embeddings ytopology
𝑖

, yfeature
𝑖

respectively. In detail, we first
transform the logits ytopology

𝑖
, yfeature

𝑖
through a nonlinear trans-

formation, and then use an attention vector q to get the attention

weights𝑤 topology
𝑖

,𝑤 feature
𝑖

as follows:

𝑤
topology
𝑖

= q𝑇 · tanh(W · ytopology
𝑖

+ b) (5)

Here, W is the weight matrix and b is the bias vector. Similarly,
we can get the attention values 𝑤 feature

𝑖
for node 𝑖 on the embed-

ding ytopology
𝑖

accordingly. We then normalize the attention values
𝑤
topology
𝑖

,𝑤 feature
𝑖

with the softmax function to get the final weight:

𝛼
topology
𝑖

= softmax(𝑤 topology
𝑖

) =
exp(𝑤 topology

𝑖
)

exp(𝑤 topology
𝑖

) + exp(𝑤 feature
𝑖

)
(6)

Larger 𝛼 topology
𝑖

implies greater importance of the corresponding
module. Similarly, 𝛼 feature

𝑖
= softmax(𝑤 feature

𝑖
) holds. Then we

attend different logits with the learned attention weights to obtain
the final prediction:

y𝑖 = 𝛼
topology
𝑖

· ytopology
𝑖

+ 𝛼 feature𝑖 · yfeature𝑖 . (7)

This attention based fusion head is analogous to the classical at-
tention modules [41, 43]. Some works use the MLP following a
concatenation of the input embeddings as the fusion head [35]; this
kind of MLP-based fusion has the fusion weights related to the
channels instead of the specific input embeddings, which makes it
difficult to assign adaptive weights for the embeddings of different
nodes. The empirical results validate our choice as well: Table 8
shows that the Attention based fusion head is more effective than
the MLP fusion on node classification.

Optimization Objective. Our optimization includes two parts:
the supervised cross-entropy loss and two consistency losses for
KD. The former is

LCE =
1

|V𝐿 |
∑︁
𝑖∈V𝐿

H(y★𝑖 , y𝑖 ), (8)

where H(·, ·) is the cross-entropy function [12], V𝐿 is the set of
labeled nodes, and y★

𝑖
is the ground truth label of node 𝑖 . In addition

to the supervised signals of L𝐶𝐸 , we apply consistency losses to
supervise the topology and feature students respectively using
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pseudo-labels given by the MPNN teacher yteacher
𝑖

:

LCT =
1
|V|

∑︁
𝑖∈V

DKL (yteacher𝑖 ∥ytopology
𝑖

), (9)

LCF =
1
|V|

∑︁
𝑖∈V

DKL (yteacher𝑖 ∥yfeature𝑖 ) (10)

where DKL (·∥·) is the Kullback-Leibler divergence [22] measuring
the divergence between two distributions, andV is the set of nodes.
By minimizing LCT and LCF, we encourage both the topology and
feature students to be as effective as the MPNN teacher.

Overall, combining the cross-entropy and the consistency losses,
we have the objective function:

L = _1LCE + _2LCT + _3LCF (11)

We adaptively set the values of _1, _2, and _3 for different datasets
based on the grid beam search [18] in a scoped space _1, _2, _3 ∈
[𝑎, 𝑏] where 𝑎, 𝑏 are the boundaries of the search range. We search
the values once on the validation set of each dataset, and use the
fixed values for inference on all testing instances.

Unlike most KD work which uses the final teacher prediction
y to teach the student [13], we apply the supervision from the
teacher MPNN to two student modules separately. The advantage
of our design is two-fold: First, our design endows GENN with
higher flexibility on supervision; we can set different weights to
the specific student module to adaptively learn from the ground-
truth labels or the teacher model. Second, our loss design gives
our GENN better modularity. Every distilled student module can
independently make effective predictions by itself. Besides, the
effectiveness of each student module forms the basis of highly
accurate final predictions.

Inference. As analyzed in Sec. 1, MPNNs hold high inference
latency due to the implicit use of graph topology. Thus, during
inference, we do not use MPNNs but only uses the fused output
y𝑖 from our distilled student modules as the prediction, as shown
in Fig. 2 right. This leads to much more efficient inference than
the original MPNNs. Our GENN’s inference only includes the fast
computations on InstantEmbedding, two MLPs, and a lightweight
attention head, which saves the massive MAC operations of MPNNs
on many neighbors’ features and thus significantly reduces the
inference latency (see Fig. 1).

Discussion. Our GENN framework can be seen as leveraging
the best parts of current NE methods, MPNNs, and MLPs to achieve
strong practical desiderata which neither one can independently
achieve. Notice that the MPNNs are the state-of-the-art models on
graph learning given rich features thanks to their complex architec-
tures. Conversely, they struggle in feature- and latency- constrained
settings. We compensate for the first weakness by explicitly encod-
ing graph topology using InstantEmbedding and an MLP. We next
compensate for the second weakness by reducing MAC operations
over neighbors’ features during inference while simultaneously
leveraging the inductive bias advantages of MPNNs with KD. De-
spite the seemingly straightforward technical choices, the careful
utility of these components together achieves a very practically
strong result while greatly alleviates deployability bottlenecks. In
summary, our GENN is designed to be highly accurate, inductive,
quick during inference, and able to outperform its MPNN teachers

Table 1: Dataset statistics.

Dataset #Nodes #Edges #Classes #Attributes

Cora 2,708 5,429 7 1,433
Citeseer 3,327 4,732 6 3,703
Pubmed 19,717 44,338 3 500
CoraML 2,995 16,316 7 2,879
OGB-Arxiv 169,343 1,166,243 40 128
OGB-Products 2,449,029 61,859,140 47 100

in both feature-constrained and feature-rich settings via its explicit
encoding with adaptive fusion.

4 EXPERIMENTS
In this section, we evaluate the performance of our GENN frame-
work. We compare our method with MPNN teachers on the task
of node classification. We report experimental results under both
the transductive and inductive settings [50]. Then, we adjust the
ratio of the accessible node features to evaluate the generalization
of graph learning models under limited node features. In addi-
tion, we visualize the distribution of attention weights to analyze
whether GENN can learn appropriate attention weights on different
datasets. Besides, we compare the inference efficiency of our GENN
and other acceleration methods on the MPNN models. Last but
not least, we conduct the ablation studies to analyze the effects of
optimization targets and the fusion head. Our experimental settings
closely follow those of the previous work [20, 46, 50] to ensure a
fair comparison.

We use the standard benchmark datasets Cora, Citeseer, Pubmed
[47], CoraML [1], OGB-Arxiv, and OGB-Products [20] for evalu-
ation. The first four are citation networks, where each node is a
document and each edge is a citation link. OGB-Arxiv is extracted
from the Microsoft Academic Graph (MAG) [42], which is a pa-
per citation network of arXiv papers. OGB-Products is an Ama-
zon products co-purchasing network originally developed by [5].
The statistics of these datasets are summarized in Table 1. For the
datasets where the standard split is available [20, 47], we follow
the standard split for a fair comparison. Otherwise, we randomly
split the nodes in the whole graph as 30%, 20%, 50% for training,
validation, and testing respectively [1].

For all experiments in this section, we report the average and
standard deviation over ten runswith different random seeds.Model
performance is measured as accuracy, and results are reported on
the the best model selected using validation data. We set hyper-
parameters of the used techniques and considered baseline methods,
e.g., the batch size, the number of hidden units, the optimizer, and
the learning rate as suggested by their authors. For the hyper-
parameters of our GENN method, we set the search range of the
hyperparameters in Eq. (11) as [0, 2] and the search step 0.1. We
run all experiments on a machine with 80 Intel(R) Xeon(R) E5-2698
v4 @ 2.20GHz CPUs, and a single NVIDIA V100 GPU with 16GB
RAM.

4.1 Performance with the SAGE Teacher
For a fair comparison, we use the popularMPNNmodel GraphSAGE
(short as SAGE) [16] as the teacher model, to evaluate whether
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Table 2: Test accuracy of the transductive node classification of GENN under the supervision of the teacher MPNN SAGE and
the baseline methods. We conduct 10 trials with random weight initialization. The mean and standard deviations are reported.
The best results in each row are highlighted in bold font. ‘s/’ denotes ‘supervised by’. Δ denotes the improvements of our GENN
to the corresponding baselines.

Dataset InstantEmbedding [33] MLP [36] SAGE [16] GLNN [50] s/ SAGE GENN (Ours) s/ SAGE Δ SAGE Δ InstantEmbedding

Cora 70.6 ± 0.9 55.1 ± 0.6 81.5 ± 0.7 80.5 ± 1.1 84.0 ± 0.8 ↑ 3.1% ↑ 19.0%
Citeseer 49.4 ± 1.2 46.5 ± 0.9 70.3 ± 0.7 71.4 ± 0.9 73.1 ± 0.8 ↑ 4.0% ↑ 48.0%
Pubmed 69.1 ± 1.0 71.4 ± 0.8 79.0 ± 0.8 75.4 ± 1.2 80.3 ± 0.9 ↑ 1.6% ↑ 16.2%
CoraML 68.2 ± 1.2 36.4 ± 1.2 48.9 ± 1.0 47.2 ± 1.4 74.3 ± 1.1 ↑ 51.9% ↑ 8.9%
OGB-Arxiv 65.9 ± 0.3 55.5 ± 0.4 70.9 ± 0.2 63.5 ± 0.5 72.1 ± 0.4 ↑ 1.7% ↑ 9.4%
OGB-Products 65.1 ± 0.5 61.1 ± 0.1 78.6 ± 0.5 68.9 ± 0.5 79.2 ± 0.4 ↑ 0.8% ↑ 21.7%

Table 3: Test accuracy of the inductive node classification of GENN under the supervision of the teacher MPNN SAGE and the
baseline methods. We conduct 10 trials with random weight initialization. The mean and standard deviations are reported. The
best results in each row are highlighted in bold font. ‘s/’ denotes ‘supervised by’. Δ denotes the improvements of our GENN to
the corresponding baselines.

Dataset InstantEmbedding [33] MLP [36] SAGE [16] GLNN [50] s/ SAGE GENN (Ours) s/ SAGE Δ SAGE Δ InstantEmbedding

Cora 69.8 ± 0.8 55.1 ± 0.6 79.4 ± 0.8 73.8 ± 1.2 81.5 ± 0.6 ↑ 2.6% ↑ 16.8%
Citeseer 49.0 ± 1.3 46.5 ± 0.8 69.7 ± 0.7 69.3 ± 0.8 72.3 ± 0.8 ↑ 3.7% ↑ 47.6%
Pubmed 68.3 ± 0.8 71.4 ± 0.8 78.2 ± 0.9 74.3 ± 1.3 80.1 ± 0.9 ↑ 2.4% ↑ 17.3%
CoraML 67.6 ± 1.0 36.4 ± 1.2 47.4 ± 1.3 45.6 ± 1.2 71.9 ± 0.7 ↑ 51.7% ↑ 6.4%
OGB-Arxiv 65.3 ± 0.4 55.5 ± 0.4 70.6 ± 0.6 60.5 ± 0.5 71.1 ± 0.5 ↑ 0.7% ↑ 9.0%
OGB-Products 64.8 ± 0.3 61.1 ± 0.1 76.5 ± 0.5 68.2 ± 0.4 77.3 ± 0.3 ↑ 1.0% ↑ 19.3%

GENN can match or improve upon its teacher during inference. In
addition, we also take the InstantEmbedding [33] and MLP [36]
into comparison to evaluate whether we can leverage the best parts
of InstantEmbedding, MLP, and SAGE to achieve strong practical
performance and implications which none of them can indepen-
dently achieve. We also compare the performance of GENN with
the GLNN [50] model, which is a recently proposed KD method for
graph learning.

We report the transductive node classification results in Table 2.
We observe that our GENN, which employs SAGE as the teacher
model, outperforms the teacher SAGE by 3.1% on Cora, 4.0% on
Citeseer, 1.6% on Pubmed, 51.9% on CoraML, 1.7% on OGB-Arxiv,
0.8% on OGB-Products. As a result, our GENN outperforms all
the baseline methods including its teacher SAGE and the advanced
knowledge distillation method GLNN on the transductive node clas-
sification. Additionally, we report the inductive node classification
performance in Table 3. The similar improvements achieved by our
GENN are observed. The above experimental results validate the
effectiveness of our proposed GENN on learning from the MPNN
teacher of SAGE and improve the MPNN teacher for more accurate
inference based on our explict encoding and adaptive fusion [11].

Among other baseline methods, MLP only utilizes node features
for graph learning while the network embedding method Instan-
tEmbedding only utilizes the graph topology. Both do not fully
utilize the information in the input graph and thus cannot achieve
the best performance. GLNN also utilizes the SAGE model as the
teacher for supervision. However, it does not utilize the graph
topology for inference and thus is not as effective as our GENN.
Overall, our GENN model explicitly encodes the graph topology

and features, and adaptively fuses these two main sources of infor-
mation for graph learning, which outperforms the MPNN teacher
and achieves superior effectiveness over the baseline methods.

4.2 Performance Given Limited Node Features
In the practical applications, graph learning models usually have
limited access to node features, either for reasons of privacy, fair-
ness or availability [27, 29, 39]. For example, in a social network
application, the model may not be able to use certain users’ sen-
sitive features (e.g. underage users) [6], or use data from users in
very sparsely populated cities (e.g. to satisfy 𝑘-anonymity) [39].
Nowadays, these cases are increasing because of the higher privacy
protection demands of most people and more strict regulations
on the platforms [30, 30]. In this case, the graph learning models
are desired to exploit the graph topology better for more effective
predictions although the node features are limited.

To evaluate whether the graph learning models can general-
ize well to particularly challenging cases where node features are
limited, we propose a filtered evaluation setting, where we retain
partial node features for evaluation in the transduction node classi-
fication. In this setting, the graph learning models cannot overly
rely on the node features for node classification but have to uti-
lize the graph topology effectively for node classification. In our
experiments, we randomly remove the node features in terms of
the input channels with specific ratios and present the evaluation
results on the limited node features in Table 4. Our GENN method
is much more effective than its teacher SAGE given the limited
node features. This setting is as same as that corresponding to Fig.
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Table 4: Test accuracy under different ratio of accessible node
features. We conduct 10 trials with random weight initial-
ization and report the mean results. ↑ denotes performance
improvements over the SAGE teacher.

Dataset Ratio of Features SAGE [16] GENN (Ours) s/ SAGE

Cora
2% 35.2 72.5 (↑106%)
5% 40.7 72.9 (↑79%)
10% 46.3 73.5 (↑59%)

Citeseer
2% 36.5 51.4 (↑41%)
5% 43.3 52.1 (↑20%)
10% 47.2 52.3 (↑11%)

Pubmed
2% 51.3 72.6 (↑41%)
5% 58.7 73.2 (↑25%)
10% 64.0 74.0 (↑16%)

CoraML
2% 26.1 72.8 (↑179%)
5% 27.5 73.6 (↑168%)
10% 28.3 74.1 (↑162%)

OGB-Arxiv
2% 43.2 68.3 (↑58%)
5% 60.8 68.8 (↑13%)
10% 65.5 69.1 (↑5%)

OGB-Products
2% 22.3 68.0 (↑205%)
5% 36.5 68.2 (↑87%)
10% 46.9 68.5 (↑46%)

Table 5: Test accuracy of transductive node classification
without the input node features (only the identity matrix as
the node features). We conduct 10 trials with random weight
initialization and report the mean results. ↑ denotes the per-
formance improvements.

Dataset SAGE [16] GENN (Ours) s/ SAGE

Cora 63.9 72.1 (↑13%)
Citeseer 34.4 51.0 (↑48%)
Pubmed 49.2 70.0 (↑42%)
CoraML 44.8 66.2 (↑48%)
OBG-Arxiv 59.5 68.1 (↑14%)
OBG-Products 51.9 67.9 (↑31%)

1 left. Under this challenging setting, the improvements achieved
by our GENN are much higher than those with the rich features as
presented in Table 2.

Specifically, when the ratio of accessible node features is 2%,
GENN outperforms its teacher SAGE by more than 40% on all the
datasets, and even achieve the 179% and 205% improvements on
CoraML and OGB-Products respectively. Some prior work also
suggests to use the one-hot vectors as the input node features
when the input node features are limited [24, 48, 49]. We follow
this setting to replace the original node features with the one-hot
vectors. We report the experimental results in this setting in Table
5. Our GENN is still significantly more effective than its teacher
SAGE given the one-hot input node features.

When the node features are limited, graph learning models have
to utilize more informative information from graph topology to
produce effective predictions. The MPNNs only implicitly uses the
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Figure 3: Analysis of attention distribution. We visualize
the attention weights on the feature student in the y-axis
through the violin plots. When the node features are limited,
our attention based fusion adaptively assign higher weights
to the graph topology, which is relatively more informative.

graph topology as the “pathways” to transmit the input node fea-
tures, which cannot extract the valuable information from graph
topology well given limited node features. In contrast, our GENN
explicitly utilizes the graph topology as an independent source of
information, which supports the model to perform well although
the node feature are not rich. Overall, these experimental results val-
idates the effectiveness of our method to learn from graph topology
and the generalization of our method to the limited features.

4.3 Analaysis of The Attention Fusion
In order to investigate whether the attention values learned by our
proposed model are meaningful, we analyze the attention distribu-
tion. GENN learns two specific embeddings for graph topology and
features respectively, each of which is associated with the attention
values. We conduct the attention distribution analysis on differ-
ent datasets in the transductive node classification experiment, of
which the results are shown in Fig. 3. As we can see, for the Cora,
Citeseer, CoraML, and OGB-Arxiv datasets, the attention values of
the embeddings for the node features are smaller than 0.5, and thus
lower than the weights for graph topology. This implies that the
information in graph topology is more important than that in the
node features. To verify this, we can see that the results of MLP
is worse than InstantEmbedding on these datasets in Table 2 and
3. The former only uses the node features for prediction while the
latter only uses the graph topology. Conversely, for Pubmed, in
comparison with Table 2, 3, and Fig. 3, we find that MLP performs
better than InstantEmbedding. Meanwhile, the attention values of
the node embeddings on the node features are also larger than 0.5,
i.e., larger than those for graph topology.

Whenwe remove 50% node features, the attention weights on the
embeddings for node features consistently decrease in all datasets.
The reason is that when node features are limited, they provide
less valuable information for predictions. Our attention module can
adapt the weights to this change and learn the adaptive weights
accordingly. In summary, these experimental results demonstrate
that our proposed GENN can adaptively assign larger weights to
graph topology or node features when deemed more important.
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Table 6: While other inference acceleration methods speed
up SAGE, they are considerably slower than our GENN. We
report inductive inference time (in ms) on 10 randomly cho-
sen nodes. ↑ denotes the times of acceleration over SAGE.

Method OGB-Arxiv OGB-Products
Acc. (%) Time (ms) Acc. (%) Time (ms)

APPNP [25] 70.5 471.2 75.4 1989.4
SGC [45] 69.8 432.8 75.1 1902.3
SAGE [16] 70.6 493.6 76.5 2092.1

QSAGE [52] 70.1 441.2 (1.12×) 75.6 1973.8 (1.06×)
PSAGE [53] 70.3 457.1 (1.08×) 76.4 2011.9 (1.04×)
GENN (Ours) s/ SAGE 71.1 12.5 (39.5 ×) 77.3 26.7 (78.4×)

4.4 Inference Efficiency Evaluation
Common techniques of inference acceleration for GNNs include
pruning [17, 53], quantization [15, 52], and model architecture sim-
plifying, e.g., SGC, APPNP. These approaches can reduce model
parameters and Multiplication-and ACcumulation (MACs) oper-
ations. But they do not eliminate the neighbor-fetching latency
of message passing. We show an inductive inference speed com-
parison between SGC [45], APPNP [25], SAGE, quantized SAGE
from FP32 to INT8 (QSAGE) [52], SAGE with 50% weights pruned
(PSAGE) [53], and our GENN supervised by SAGE in Table 6.

With the same setting as Fig. 1 right, we observe that our GENN is
considerably faster than the baseline methods, which achieves 40× -
78× acceleration for the SAGE teacher. This result demonstrates the
advantage of our GENN on improving the inference efficiency by
eliminating the massive MAC operations over the features of many
neighbors fromMP. Meanwhile, our GENN outperforms the teacher
SAGE and other accelration techniques in terms of the effectiveness,
which validates of the benefits from our explicit encoding of graph
topology and the distilled knowledge from the teacher SAGE on
guiding our GENN students to make effective predictions.

4.5 Ablation Study
We conduct ablation studies to empirically examine the effects of
the optimization targets and the fusion head.

We report the experimental results of the ablation study on the
optimization targets, i.e., the cross entropy loss LCE and the consis-
tency losses LCT,LCF on the graph topology and features, in Table
7. We observe that the consistency losses on the graph topology
influence more on the performance when the node features are
complete. This validates the importance of effectively utilizing the
graph topology for graph learning. Minimizing our consistency
loss encourages the node representations on graph topology to
be consistent to the teacher model’s outputs, which produces rich
supervision for our model. Moreover, we observe that removing the
supervised cross-entropy loss causes serious performance degra-
dation when the node features are limited. The key reason is that
when the node features are limited, the teacher model no longer
provides informative supervision signals. In this case, GENN has to
learn from the ground-truth labels to produce effective predictions.

Table 8 presents the performance of GENN with the Attention
Fusion and the alternate MLP fusion [35], which is a MLP follow-
ing the concatenation of the two students outputs. The Attention

Table 7: We analyze the effects of the cross-entropy loss LCE,
the consistency losses on graph topology: LCT, the loss on
node features LCF, and the KD (including both LCT and LCF),
on the OGB-Arxiv dataset. ‘w/o’ denotes ‘without’.

Method Full Features 10% Features

GENN 72.1 ± 0.4 69.1 ± 0.5

w/o L𝐶𝐸 71.4 ± 0.5 65.8 ± 0.4
w/o LCT 70.7 ± 0.3 69.0 ± 0.5
w/o LCF 71.2 ± 0.4 68.9 ± 0.4

w/o KD 70.3 ± 0.1 68.7 ± 0.4

Table 8: We compare the effects of the fusion head as our
Attention based one and a MLP alternate [35].

Fusion Pubmed CoraML OGB-Products

MLP [35] 77.3 ± 1.0 68.7 ± 1.2 71.3 ± 0.5
Attention (Ours) 80.3 ± 0.9 74.3 ± 1.1 79.2 ± 0.4

Fusion outperforms the MLP fushion for the transductive node
classification on differrent datasets. The reason is that the MLP
based fusion has the fusion weights related to the channels instead
of the specific input embeddings, which makes it difficult to assign
adaptive weights for the embeddings of different nodes. In contrast,
the Attention fusion adaptively learns the fusion weights corre-
sponding to the specific students’ outputs, which adapts our GENN
to flexibly attend to the more important information between the
graph topology and features for different instances.

5 CONCLUSION
In this paper, we propose a graph learning framework, GENN,which
improves over state-of-the-art MPNNs to achieve accurate and ef-
ficient predictions at inference. GENN addresses two key issues
of MPNNs which hinders their large-scale industrial applications:
over-reliance on node features and high inference latency. Specifi-
cally, GENN explicitly encodes the graph topology as an important
source of information, which mitigates the over-reliance on node
features and significantly improve the accuracy of MPNNs by more
than 40% when features are limited. Besides, GENN eliminates
the massive fetching and transformation over many neighbors’
features, which improves the inference efficiency of MPNNs by
40×-78×. Last but not least, thanks to the distilled knowledge ap-
plied to our GENN students, GENN achieves better effectiveness
than the teacher MPNNs even when the input features are rich. We
conduct a comprehensive study of GENN’s empirical properties;
promising results on multiple graph benchmarks show that GENN
is a handy choice for deployment of graph learning approaches in
the presence of feature or latency constraints.
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